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Correction of the final exam

Exercise 1 (6 points)

An internet service provider has an hotline service, in order to assist the customers having connection problems. For a 1-hour
time interval, consider the random variable

X = "Number of calls to the hotline service during this 1-hour time interval"

Assume that the numbers of calls, in two non-overlapping time intervals, are independent random variables. We accept without
proof that, in this hypothesis, there exists A > 0 such that X ~» Poisson()\), that is,

)\n

X)) =N and Vn € N, P(X:n):e_’\—'

n!

The hotline service is opened 10 hours each day (from 9:00 to 19:00), and the value of A is the same for all 1-hour time interval
contained in the opening hours.

1. Find the generating function G x (t) of variable X. First, express G x (t) as a power series, then express it with the usual

functions.
“+00 +oo +00
A" _ ()™
_ _ n __ A n __ A
Gx(t) = ”;)P(an)t = goe St =e go e

Hence, Gx (t) = e M = A1),

2. Compute the expectation and the variance of X.

G’ (t) = A\ert=D | Thus, E(X) = G (1) = A

G%(t) = X221 Thus, Var(X) = G% (1) + E(X) —E*(X) = A2+ A = A2 =\
3. Consider a day d and the random variable

Y = "Number of calls to the hotline service during the whole day"

(a) Find the generating function Gy of variable Y. Justify accurately.

We can split the opening hours of the service into ten 1-hour periods. For h € [1,10], let us define
X5, = "Number of calls to the hotline service during period A"

Then Y = X7 + X9 4+ - - - + X710 and the variables X}, are independent since the 1-hour periods don’t overlap.

Thus, Gy (t) = Gx,(t) X -+ x Gx,,(t) = 01,

(b) Deduce the distribution of Y.
We deduce from question 3.a that Y is Poisson-distributed with parameter 10A:

Y(Q) =N and Vn € N7 P(Y:n) — lox %

Exercise 2 (6.5 points)

Ro[X] — R2

Consider the linear map f : { p s (P(l) p(g))
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1. Let P =aX?+bX + ¢ € Ry[X]. Write the conditions on (a,b,c) for P € Ker(f). Then find a basis of Ker(f).

a+b+c = 0 (P1)=0
PeKer(f) < {4a+2b+c =0 EPE2§0§
a+b+c = 0
{3a+b =0 (Eq2—Eq1)
PN {b = —3a
c = —a—b=2a

Thus, Ker(f) = {a(X? — 3X +2),a € R} = Span (X? — 3X +2).
Since the family (X2 —-3X + 2) is linearly independent, it is a basis of Ker(f).
2. Find the rank of f, then Im(f).

According to the rank-nullity theorem: dim (Ry[X]) = dim (Ker(f)) + dim (Im(f)).
Thus, rank(f) = dim (Im(f)) =3 -1 =2.
We hence get: Im(f) C R? and dim (Im(f)) = dim (R?) = Im(f) = R%
3. In Ry[X], consider the polynomials Py = —X + 2 and P, = X — 1. Compute P;(1) and P;(2) for i € {1, 2}.
Pl(l)zl, P1(2):O and P2(1>=0, P2(2)21
4. Find a basis B of Ry[X] such that the matrix of f in this basis B as input basis and in the standard output basis is

100
A‘(o 1 0)'

Consider the family B = (P, P>, Ps=X? — 3X + 2). This family is a basis of Ry[X]. Furthermore, using questions 1
and 3,
f(P) =(1,0), f(P)=(0,1) and  f(Ps)=(0,0)
The matrix of f in this basis B as input and the standard basis as output is hence the required A matrix.
5. Find the set S of all the polynomials P € Ro[X] such that f(P) = (42,1).

Let us express P in basis B: P = aP; + bP, + cP; where (a,b,c) € R3.

a
The coordinates of f(P) in the standard basis of R? are given by ((1) (1) 8) bl = (Z)

Cc

Thus,, f(P) = (a,b). It results that:

S ={aP; +bP; + cP3 such that a =42 and b =1} = {42P; + P, + ¢P3, c e R} = {—41X + 83 4+ ¢P5, c € R}

Exercise 3 (8 points)

-1 -1 =2 —4 -2 4
Consider the matrices A = | 2 2 2 |land B=[-6 -5 8
2 1 3 -6 —4 7

1. Compute in factorized form the characteristic polynomials of A and B. Check that the eigenvalues of A are 1 and 2,
and that the eigenvalues of B are 0 and —1.

-1-X —1 -2 1-X —1 —2
PA[X}: 2 2—X 2 = 0 2—-X 2 (CleleCg)
2 1 3—X -1+ X 1 3—X
1-X -1 -2
= 0 2—X 2 (R3<—R3+R1)
0 0 1-X
— (- X2@-X)
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Furthermore,
—4 - X -2 4 —4 - X -2 4
PB[X]: —6 —-5—-X 8 = —6 —-5—-X 8 (Rg(—Rg—RQ)
—6 —4 7T—-X 0 14X —-1-X
—4 - X 2 4
= —6 3—X 8 (CQ<—CQ+C3)
0 0 -1-X
—4—-X 2
= (-1—-X
( ) —6 3—X

Hence, Pp(X) = (-1 - X)[(-4-X)3-X)+12] = (1 + X)[X? + X] = —X (X +1)%
2. Are matrices A and B diagonalizable in .#5(R)? If they are, find P and D.
Be accurate in your redaction.

Matrix A: P4 is split, Sp(A) = {1,2} with m(1) = 2 and m(2) = 1. Thus, A is diagonalizable if and only if dim(E;) =

—2r—y—2z =
El = (Z,y,Z) GRS? 2$+y+22 =
2r+y+2z =

o O O

= {(z,y,2) eR3, y=—22 -2z}
= {(z,—22 —2z,2), (z,2) € R?}
= {x(1,-2,0) 4+ 2(0,-2,1), (=, 2) € R?} = Span ((1,-2,0), (0,-2,1))

Hence, dim(E;) = 2 and A is diagonalizable.

—3dr—y—2z = 0

Ey = (2,y,2) € R3, 2 + 2z =0

2c4+y+2z = 0

—3x—y—2z = 0

= (2,y,2) € R3, 2r + 2z 0
—r—z =0 (Eqs + Eqs + Eqy)

3 = -
{(as7y,z)€R, = —395—22:—36}

{=(1,-1,-1), 2 € R} = Span ((1,—1,-1))

1 0 1 1 0 0
Finallyy, P=|-2 -2 -1 and D=0 1 0
0o 1 -1 0 0 2
Matrix B: Pp is split, Sp(4) = {0,—1} with m(—1) = 2 and m(0) = 1. Thus, B is diagonalizable if and only if
dlm(E,l) = 2.
—3x—2y+4z = 0
E_, = (v,9,2) ER3, | =6 —4y+8z = 0
—6r—4y+8z = 0
{ x,y,2) € R3, y—fforQZ}

= {(z,—3z+2z,2), (z,2) € R?}
= {z(1,-3/2,0) + 2(0,2,1), (z,z) € R*} = Span ((1,-3/2,0), (0,2,1))
Hence, dim(F_1) = 2 and B is diagonalizable.
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—dx—2y+4z = 0
Ey = {(v,9,2)€R3 | —6x—5y+82z = 0
—6r—4y+7z = 0
y—z 0 (Eqq + 3Eq; — Eqy)
= < (z,y,2) e R, y—z = 0 (Eqy ¢ Eq3 —Eqy)
—6x—4y+7z = 0
- R | Y T 7
{ z,9,2) € R, 6r = 3z
= {2(1,2,2), z € R} = Span ((1,2,2))
1 0 1 -1 0 O
Finally, P=|-3/2 2 2 and D= 0O -1 0
0 1 2 0 0 0

Exercise 4: a theorem’s proof (6.5 points)
Let E be a finite-dimensional vector space, F' and G two linear subspaces of E of non-zero dimensions n and p.
Consider By = (e1,--- ,e,) a basis of F' and By = (e1,--- ,€,) a basis of G.

Assume that the concatenated family B = (e1,--- ,en,€1, -+ ,€p) is a basis of E.

1. What can be said about F' and G in this case?

They are supplementary in £: £ = F @ G.
2. Prove this property.

Assume that B= (e, -+ ,en,€1, -+ ,&p) is a basis of E. Let us show that E = F & G.

(a) FNG = {0g).

To start with, it is evident that {Og} C F'NG. Indeed, since F' and G are linear subspaces of F, they both contain
the zero vector.

Let us show that F NG C {0g}: let w € F N G. Then:

ueF
3 cee O Rn’ _ e
F = Span(B;) }:> (a1, -+ ,an) € W=ae; + -+ ape
Similarly,
ueG
G:Span(BQ) }:> ( 1y s p) S U 1€1 + + by

By substracting these two expressions of u, we get:

Op =aie1 + -+ anep, —breg — -+ — bpeyp
Since the family B is independent, we deduce that (a1, - ,an, —b1,---,—bp) = (0,---,0).
This leads to: w=aie1 +---+ane, = 0g.

(b) E=F+G.
To start with, it is evident that F' 4+ G C FE: since F and G are linear subspaces of ¥, F'+ G is a linear subspace of
FE too.

Let us prove that £ C F + G. Let u € E and let’s show that v € F' + G.

The family B is a basis of E. It is hence a spanning family. Thus, there exists (a1, -+ ,an, b1, -+ ,b,) € R"*P such
that
u=aje; +---+aney, +Fbier + -+ bpe,
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Then

(e1, - ,en) €EF" = aje;+---+ane, € F
(61, ,ep) EGP = i1+ +byep €G

Finally,

u:a161+~~+anen+b1€1+'~+bp€p:>u€F+G
—_—  ——

cer

Exercise 5: building a symmetry (8 points)

eG

Let us work in the vector space E = R? and its standard basis B. Consider the linear subspaces

F={(z,y,2) € E,z —y+22z=0} and G:{(:r,y,z)EE7

1. Find a basis of F' and a basis of G.
F o= {(z,y,2) eR® y =2 +2z}
= {(z,2+2z,2), (z,2) € R?*}

The family ((1,1,0),(0,2,1)) is also independent, it is hence a basis of F.

_ 3 | r+y+z = 0
G - {(.’IJ,:%Z)GR, x—y—i—z ) }
_ 3 | z+y+z = 0
- {(x,y,z)E]R, 2y = 0
_ R?’ z = —X
{(fv,y,Z)G 1y = o

= {(1,0,-1), 2 € R} = Span ((1,0,-1))

{=(1,1,0) + 2(0,2,1), (z,2) € R*} = Span ((1,1,0), (0,2,1))

The family ((1,0,—1)) is also independent, it is hence a basis of G.

2. Show that £ = F & G.

(Eqy < Eq; — Eqy) }

r+y+z = 0
r—y+z = 0

It is sufficient to show that the family 7 = (e1=(1,1,0),£2=(0,2,1),e3=(1,0,—1)) (the concatenation of the bases of

F and G) is a basis E.

F is independent: for all (a,b,c) € R3,

a+c = 0
ag1 + beg + ce3 = 0p = a+2b = 0 —
b—c = 0

F is a spanning family:

F is independent
Card(F) = dim(E)

Thus, E=F @ G.

a+c
2b—c¢

a+c
2b — ¢
—b

O OO O O O

(Eqy — Eqy)

(EQ3 —Eqy)

}:>Span]::E

3. According to the previous question, we know that for all u € F, there exists a unique (v, w) € F x G such that u = v+w.

Consider the endomorphism s : v — v — w.
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(a) Assume that u € F. What is the value of s(u)?
Ifue F,thenu=_ u + 0Op = v =wuand w =0g.
eF el
Hence, s(u) =v—w=u—0g = u.
(b) Assume that u € G. What is the value of s(u)?
IfueG, thenu= 0 + v — v=0g and w = u.
~
cF €G
Hence s(u) =v—w=0g —u= —u.

(c) Let B’ be the concatenation of the bases of F' and G that you got at question 1. We know that it is a basis of E.
What is the matrix of s in basis B’ as input and output basis. This matrix is denoted by A’.

The basis B” is the family F = (e1=(1,1,0),e2=(0,2,1),e3=(1,0,—1)) defined at previous question. Then:

g1 € F = s(e1) =1, g9 € F = s(e2) = €9 and g3 € G = s(e3) = —¢3
1 0 O
We hence get: A’=10 1 0
0 0 -1

(d) Let A be the matrix of s in the standard basis as input and output basis. Write the formula which enables one to
compute A. We don’t ask you to do the computation.

1 0 1
Consider the transition matrix from BtoB: P=[|1 2 0
0 1 -1

Then we know that A’ = P~'AP, which leads to: A = PA’P~1.

Exercise 6: Probabilities (5 points)
Let p €]0,1[. Consider a random variable X which is geometric-distributed with parameter p.

1. Write explicitly the distribution of X.

X(Q) =N~ and  Vn € N*, P(X=n) =p(1 —p)" "' =pg" ' (setting ¢ = 1 — p)

2. Let (k,n) € (N*)°.
(a) Show that P(X>n) = ¢" where ¢ =1 — p.

+o0 n
Hint: you can start by writing P(X>n) = Z P(X=k) or, alternatively, P(X>n) =1 — ZP(X:k).
k=n-+1 k=1
+o0 +oo 00
P(X>n) = Z P(X=k) = Z pg* ! = pg" Z q™" bysettingm=k—1-n
k=n+1 k=n+1 m=0

Thus,

P(X>n) =pqg" x 1iq:q" since l—qg=p
(b) Explain why P(X=n+k N X>n)= P(X=n+k).
If the property "X=n+k" is true, then the property "X >n" is also true. In other words, if we define the sets:
A={weQ, X(w)=n—+k} and B={we N X(w)>n}

then: AC B= ANB=A= P(ANB) = P(A).
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(¢) Compute the conditional probability P(X=n+k | X>n). Compare your result with the value of P(X=k).

P(X=n+k N X>n)

According to the definition of a conditional probability, P(X=n+k | X>n) = PXon)
n

Thus, using questions 2.a and 2.b.,

P(X=n+k kel
P(Xenth | X>n) = ( qnn+ ) _pq - gl

We can see that P(X=n+k | X>n) = P(X=k).
(d) Explain why we say that the distribution of X is "memoryless".

Let us refer to the example of the hacker sending phishing emails to get Visa card numbers, where X is the number
of messages he sends before getting a first answer.

If, after sending n messages, he still got no answers, we know that X >n. Then the probability of getting his first
answer at the k'™ next message is P(X=n+k | X>n).

Yet, this probability is the same as P(X=k). That is to say, the fact that he had no answers at his first n messages
does not change the hacker’s situation: it is the same as the initial situation.

3. Consider a random variable Y such that
Y(Q) =N*  and  V(kn)e (N, P(Y=n+k | Y>n) = P(Y=Ek)
Let (p,) be the sequence defined for all n € N* by:  p, = P(Y=n).
(a) Express P(Y>1) as a function of p;.
Since Y (2) = N*, the complement of "Y' >1" is "Y'=1". Hence, P(Y>1) =1—- P(Y=1) =1 — p;.
(b) By using the events "Y' >1", "Y'=1" and "Y' =2", express P2 2s a function of 1.

p1
By writing the hypothesis in the case k =n =1, we get:
PY=141 NnY>1) D2 D2
=PY=1)= =p= —=1-

(c¢) Similarly, for all n € N*| by using the events "Y' >1", "Y'=n" and "Y'=n + 1", find a simple expression of Prt1

Pn
Using the hypothesis, we get:

P(Y=14+n N Y>1)
P(Y>1)

= P(Y=n) = L = p, — P,
1- P1 Pn

(d) Deduce the value of p, as a function of n. How do we call the distribution of Y'?

The sequence (p,,) is a geometric sequence with common ratio 1 — p;. Thus, for all n € N*

pn=p1(1—p1)"!

The random variable Y is hence geometric-distributed with parameter p;.

The only "memoryless" distributions of random variables taking their values in N* are the geometric distributions.



